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*Comparison of existing well-behaved Power Normalization 
(PN) functions Ko- niusz and Zhang (2021) and our learnable 
PN function 
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Temporal attention variation regularization:

Loss function:
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Table1: Variant study of finetuning on MPII Cooking 2 using TimeSformer.
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*Roles of VMPs in model finetuning via per-layer weight similarity 
comparison. We use TimeSformer pretrained on Kinetics-600 as the 
backbone, and finetuned on MPII Cooking 2 with or without VMPs.



Experiments & Discussion

*Roles of VMPs in model finetuning via per-layer weight similarity comparison.
We use SlowFast pretrained on Kinetics-600 as the backbone and finetune it
on FineGym, MPII Cooking 2 (MPII), and HMDB-51 split 1 (HMDB-s1).
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*Roles of VMPs in model finetuning via per-layer weight similarity comparison.
We use X3D pretrained on Kinetics-600 as the backbone and finetune it on 
FineGym, MPII Cooking 2 (MPII), and HMDB-51 split 1 (HMDB-s1).
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*Per-class accuracy comparison is conducted between the baseline model 
(pretrained on Kinetics-600 and then finetuned on MPII Cooking 2, without 
VMPs) and our VMP-enhanced model on MPII Cooking 2, using TimeSformer as 
the backbone.
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